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Concurrent games, in which participants run some distance in real physical time, are

investigated. Petri�Markov models of paired and multiple competitions are formed. For

paired competition formula for density function of time of waiting by winner the moment of

completion of distance by loser is obtained. A concept of distributed forfeit, which amount

is de�ned as a share of sum, which the winner gets from the loser in current moment of

time is introduced. With use of concepts of distributed forfeit and waiting time the formula

for common forfeit, which winner gets from loser, is obtained. The result, received for a

paired competition, was spread out onto multiple concurrent games. Evaluation of common

wins and loses in multiple concurrent game is presented as a recursive procedure, in which

participants complete the distance one after another, and winners, who had �nished the

distance get forfeits from participants, who still did not �nish it. The formula for evaluation

of common winning in concurrent game with given composition of participants is obtained.

The result is illustrated with numerical example.
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Introduction

At present time the game theory is widely used in economics, industry, military,
parallel computing and in other spheres of human activity. Traditionally the game theory
was developed as a methodology of forming of strategies in struggle for some resource,
and the dynamics of game was interpreted as a correction of strategy during the game
without link activity of participants to real physical time [1]. As a matter of fact any
competition is developed in real physical space/time. The space aspect lies in necessity
of conversion of any resource (material, energetic, informational, etc.) of pre-speci�ed
volume by participants. This resource below will be symbolically called "the distance".
The space aspect lies in the fact, that a concurrent participant can overcome the distance
not instantly, but in �nite time. Time of overcoming of distance by a participant is random
and individual for every participant.

Time aspects of concurrent game evolution are investigated insu�ciently. In particular
the problem of evaluation of forfeits, when forfeits are linked to a time factor is not solved.

In this article there were accepted the following restrictions:

1. Concurrent game consists in passing the equal distance by participants, in real
physical time: all participants start passing the distance at the same time;

2. The time of passing the distance by any of participant is random and is de�ned for
each participant individually with precision to density of distribution;

3. Winning or losing in competition is understood as �nishing the distance and being
the �rst or the second;
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4. The winner doesn't get the forfeit, value of which is distributed in time, until the
loser �nishes the distance.

Passing the distance by participants may be presented as a parallel random process.
For its investigation a mathematical apparatus of Petri�Markov nets [2], which is a
development of formalism of Petri nets (both classic and time-extended) [3�6] may be
used. The usage the formalism of Petri�Markov nets allows to de�ne a time factor, which
stipulates a forfeit from loser to winner, and to evaluate cost parameters of a concurrent
game.

1. Waiting Time at Paired Competition

Competition of two participants is represented by a Petri�Markov net [2]:

ψ2 = (Π2,M2) , (1)

where Π2 = {A2, Z2, R2AZ , R2ZA} is a structure of the Petri net; M2 = [q2, f2 (t) ,L2] is a
semi-Markov process; A2 = {a1, a2} is a set of places; Z2 = {z1, z2} is a set of transitions;

R2AZ =

(
0 1
0 1

)
is an adjacency matrix, which represents transitions of set of places

A2 to set of transactions Z2; R2ZA =

(
1 1
0 0

)
is an adjacency matrix, which represents

transitions of set Z2 to set of places A2; q2 is a vector, which determines probabilities

of start of a process in one of transitions of set Z2; f2 (t) =

[
0 f1 (t)
0 f2 (t)

]
is a matrix of

time densities of stay of semi-Markov process stay in places of set A2; L2 =

(
1 1
0 0

)
is a

matrix of logical conditions for switching the process from the transitions of set Z2.
The following restrictions are imposed on time densities: f1,2 (t) = 0, when t < 0 and

∞∫
0

f1,2 (t) dt = 1.

Consider the situation, when the �rst participant �nished the distance at a moment τ
and waits, while the second participant �nishes. In this case using a Petri�Markov net (1)
there can be formed a semi-Markov process, see �g. 1..

State α0 simulates the start of semi-Markov process. State α1 is the absorbing one and
simulates �nishing of the distance by the second participant, if the �rst participant hadn't
�nished it. State α2 is the absorbing one and simulates the end of waiting by the �rst
participant for �nishing of the distance by the second participant. The subset of states β
simulates the process of completion of the distance by the second participant in the case
when the �rst participant had �nished it.

Time counting in semi-Markov process, shown on �g. 1., begins when the �rst
participant gets the �nish of the distance. Probability of the fact that the �rst participant
completes his distance exactly at time τ is equal to f1(τ)dτ . Probability of the fact
that second participant does not �nish the distance at this time is equal to 1 − F2(τ),
where F2(τ) is the distribution function corresponding to time density f2 (t). Events of
�nishing are independent, therefore probability of achievement of subset β is equal to

pα0β =
∞∫
0

[1− F2 (τ)] f1 (τ) dτ =
∞∫
0

F1 (t) f2 (t) dt. Weighted density of waiting time may
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Fig. 1. Waiting time illustration

be received by means of cutting o� from correlation integral the meanings with negative

argument, h1→2 (t) = η (t)
∞∫
0

f1 (τ) f2 (t+ τ) dτ , where η(t) is a Heaviside function.

Therefore, the density of waiting time, when the �rst participant �nishes his distance
�rst, is the following

f1→2 (t) =

η (t)
∞∫
0

f1 (τ) f2 (t+ τ) dτ

∞∫
0

F1 (t) dF2 (t)

. (2)

It is necessary to say, that operation (2) is not the commutative one, and in general
case

f2→1 (t) =

η (t)
∞∫
0

f2 (τ) f1 (t+ τ) dτ

∞∫
0

F2 (t) dF1 (t)

̸= f1→2 (t) . (3)

As an example of waiting time de�nition consider some signi�cant practical cases.
Case 1. Time density f1(t) = δ(t−T1) is a shifted Dirac δ-function, f2(t) is an arbitrary

density function with expectation T2 and T2min ≤ arg f2 (t) ≤ T2max. Expression (2) for
this case takes the form

f1→2(t) =
η(t)f2(t+ T1)

1− F2(T1)
. (4)

Depending on location of functions f1(t) and f2(t) on time axis, the following situations
are possible:

A) T1 < T2min.
In this situation denominator of (4) is equal to 1 and expression (4) transforms to

f1→2(t) = f2(t+T1). The set of nonzero values of function f1→2(t) is de�ned by T2min−T1 ≤
arg [f2(t+ T1)] ≤ T2max − T1.

B) T2min ≤ T1 ≤ T2max.
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In this situation waiting time density is de�ned as (4), and the set of nonzero values
of function f1→2(t) is de�ned by 0 ≤ arg [f2(t+ T1)] ≤ T2max − T1.

C) T1 > T2max.
In this situation expression (4) is impossible due to the fact, that di�erence of time

intervals completely shifts into area of negative values of argument (the loser cannot wait
the winner).

Case 2. Time density is represented by shifted Dirac δ-function, i.e. f2(t) = δ(t− T2),
f1(t) is an arbitrary time density with expectation T1 and T1min ≤ arg f1 (t) ≤ T1max.
Expression (2) for this case takes the form

f1→2(t) =
η(t)f1 (T2 − t)

F1 (T2)
. (5)

Depending on location of functions f1(t) and f2(t) on time axis, the following situations
are possible:

A)T2 < T1min.
In this situation expression (5) is impossible.
B) T1min ≤ T2 ≤ T1max.
In this situation waiting time density is equal to (5), and the domain of nonzero values

of function f1→2(t) is de�ned by to 0 ≤ arg [f1→2 (t)] ≤ T2 − T1min.
C) T2 > T1max.
In this situation f1→2(t) = f1(T2 − t) and T2 − T1max ≤ arg [f1→2 (t)] ≤ T2 − T1min.
Case 3. Time density f2 (t) is represented by an exponential law f2 (t) = λ exp (−λt),

f1 (t) is an arbitrary density function.
Expression (2) for this case takes the form:

f1→2 (t) =

η (t)
∞∫
0

f1 (τ)λ exp [−λ (t+ τ)] dτ

1−
∞∫

t=0

[1− exp (−λt)] dF1 (t)

= λ exp (−λt) .

It is obvious, that the case under consideration re�ects the property of absence of
after-e�ect in pure Markov processes with continual time. Absence of after-e�ect can be
formulated as follows: if time density between two events is distributed by an exponential
law, then for external observer time until the next event is distributed by the same law
and does not depend on the starting point observation. In our case time density f1 (t)
simulates an external observer, who is involved into "competition" with Markov process.
Independently of events before observation, new time counting begins at the moment of
starting of observation.

2. Evaluation of E�ectiveness of a Paired Competition

One of the most important factors of competition simulation is evaluation of its
e�ectiveness. The natural model of evaluation of e�ectiveness is a model, in which the
participant, who had �nished, received the forfeit from a loser. Owing to the fact that
competition in a considered case is developing in time and there is a valuation of waiting
time (2), the forfeit is de�ned as a distributed payment s12 (t), received by the winner
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(participant 1) from the loser (participant 2) in time t. In total the �rst participant gets
from the second participant forfeit which is de�ned by integral

s+12 =

∫ ∞

0

f1→2 (t) · s12 (t) dt. (6)

If the second participant wins, the �rst participant pays the forfeit

s+21 =

∫ ∞

0

f2→1 (t) · s21 (t) dt, (7)

where s21 (t) is the payment, received by the winner (participant 2) from the loser
(participant 1) in time t.

Generally s12 (t) ̸= s21 (t), f1→2 (t) ̸= f2→1 (t), so s
+
12 ̸= s+21.

3. Individual Competition of J Participants

Competition is de�ned with Petri-Markov net

ψJ = (ΠJ ,MJ) , (8)

ΠJ =

{a1, ..., aj, ..., aJ} , {z1, z2} ,


0 1
...
0 1
...
0 1

 ,
[

1
0

...
1
0

...
1
0

] ; (9)

MJ =

(1, 0) ,


0 f1 (t)

...
0 fj (t)

...
0 fJ (t)

 ,
[

1
0

...
1
0

...
1
0

] , (10)

where {a1, ..., aj, ..., aJ} is a set of places; {z1, z2} is a set of transitions; fj (t) is the
time density of distance completion by participant j, 1 ≤ j ≤ J .

If all J participants start the distance simultaneously, then the probability that the
j -th participant wins is determined as

pwj =

∫ ∞

0

fj (t) ·
J∏

k = 1
k ̸= j

[1− Fk (t)] dt. (11)

Time density function of �nishing by j -th participant-winner is determined as

fwj (t) =

fj (t) ·
∏J

k = 1
k ̸= j

[1− Fk (t)]

pwj

. (12)
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In a speci�c case, when fj (t) = λj exp [−λjt] , 1 ≤ j ≤ J , we get

pwj =
λj∑J
j=1 λj

; fwj (t) =
J∑

j=1

λj · exp

(
−t ·

J∑
j=1

λj

)
.

Let us note, that (11), (12) describe conditional time density of winning of participant
j, when all other participants lose competition. Therefore the conditional time densities
of achievement of transition z2 for all J participants are equal, and the probabilities are
quite di�erent for di�erent participants.

Time density function and probability of taking the last place in competition is
determined as

fw̄j (t) =

fj (t) ·
∏J

k = 1
k ̸= j

Fk (t)

pw̄j(a)

; (13)

pw̄j =

∫ ∞

0

fj (t) ·
J∏

k = 1
k ̸= j

Fk (t) dt. (14)

Consider the case, when the fact of completion by any 1 ≤ K ≤ J participants from
J is important. Let us construct the set NJ of J -digit binary natural codes and assign the
j -th binary digit σj to the j -th participant. Digit σj may take two values:

σj =

{
0, when participant j �nish the distance;
1, when participant j does not �nish the distance.

(15)

Let us select from the set NJ the subset NK
J ⊂ NJ of binary J -digit codes, which have

K units and J −K zeros

NK
J =

{
n1, ..., nc(J,K), ..., nC(J,K)

}
, (16)

where C [J,K] = J !
K!·(J−K)!

is quantity of J -digit codes with K units, which is equal to

K -th binomial coe�cient; C (J,K) is the ordinal number of a code in set (16);

nc(J,K) =
⟨
σ
c(J,K)
1 , ..., σ

c(J,K)
j , ..., σ

c(J,K)
J

⟩
. (17)

De�ne a function Φ
(
fj, σ

c(J,K)
j

)
, which takes two values:

Φ
(
fj, σ

c(J,K)
j

)
=

{
Fj (t) , when σ

c(J,K)
j = 1;

[1− Fj (t)] , when σ
c(J,K)
j = 0.

(18)

Taking into account (18) we get the dependence for time distribution of completion of
competition by any K participants from J :

FK
J (t) =

C(J,K)∑
c(J,K)=1

J∏
j=1

Φ
(
fj, σ

c(J,K)
j

)
. (19)
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The �rst derivative of (19) the considered gives time density

fK
J (t) =

d
∑C(J,K)

c(J,K)=1

∏J
j=1Φ

(
fj, σ

c(J,K)
j

)
dt

. (20)

It is obvious, that (20) is the time density (but not weighed density) due to the
fact, that after �nishing the distance by K participants, the number of participants, who
�nishes the distance should only increase. Since multiple participation in the competition
is impossible.

4. Evaluation of E�ectiveness of Individual Competition

In this case it is natural to determine forfeits as a payment matrix of size J × J :

s (t) = [sij (t)] . (21)

where sij (t) is the distribution of forfeit, which in time t the winner (participant i) receives
from the loser (participant j ).

Generally sij (t) ̸= sji (t), therefore matrix (21) is asymmetrical. Due to the fact, that
winner can't forfeit himself, sii (t) = 0.

In waiting time participant i wins from participant j a forfeit with total value equal
to

s+ij =

∫ ∞

0

fi→j (t) · sij (t) dt, (22)

where fi→j (t) is evaluated by expression (2).
Total forfeit, which the participant can get in the competition, depends on the sequence

of completion of distance with use of recursive procedure.
Without loss of generality, we consider the situation when the places in competition

are aligned increasing order of indices j. In accordance with accepted order on the �rst step
the �rst participant leaves the competition as a winner. He gets from every participant,
who stays on the distance, the forfeit with value equal to

s+11j1 =

∫ ∞

0

f11→j1 (t) · s1j (t) dt, 2 ≤ j1 ≤ J, (23)

where j1 is an index, corresponding to the �rst step of recursion.
The total prize of the �rst participant as a winner after �rst step is equal to the sum

of forfeits obtained from participants with numbers from the second to J -th:

s+1Σ =
J∑

j1=2

s+11j1 . (24)

After the �rst participant completed the competition participants from the second to
the J -th stay in a concurrent game. Time densities of completion of distance by the rest
[J(a)− 1] participants are de�ned by

fj2 (t) = f11→j1 (t) , 2 ≤ j1 ≤ J. (25)
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In general the i-th participant i(a) wins from participants with number from (i+1)-th
to J -th, forfeits with values equal to

s+iiji =

∫ ∞

0

fii→ji (t) · sij (t) dt, i+ 1 ≤ ji ≤ J. (26)

Total value of winning of the i -th participant after the i -th stage is equal to the sum
of forfeits, obtained from participants with numbers from the (i+ 1)-th to the J -th:

s+iΣ =
J∑

ji=i+1

s+iiji . (27)

Time densities of completion of competition by the rest J − i − 1 participants are
de�ned by

fji+1
(t) = fii→ji (t) , i+ 1 ≤ ji ≤ J. (28)

And �nally, after completion of the distance by the (J − 1)-th participant, the forfeit
obtained from the J -th participant is equal to

s+(J−1)J−1JJ−1
= s+(J−1)J−1Σ

=

∫ ∞

0

f(J−1)J−1→JJ−1
(t) · s(J−1)J (t) dt. (29)

Time density of completion of competition by J-th participant is equal to

fJJ (t) = f(J−1)J−1→JJ−1
(t) . (30)

In addition to winning forfeits from participants, that stay in competition, participants
lose forfeits to those, who completed competition earlier. Total losses of the j -th participant
consist of winnings of participants with numbers from 1 to j − 1

s−jΣ =

j−1∑
i=1

s+iiji . (31)

In such a way, e�ectiveness of competition for the j -th participant is equal to

sjΣ = s+jΣ − s−jΣ. (32)

It is necessary to say, that probability of announced above order of completion of
distance (increment of indexes j ) is equal to

P (j = 1, 2, ..., J) =
J−1∏
i=1

∫ ∞

0

fii (t)
J∏

jn=(i+1)n

[1− Fjn (t)] dt. (33)

Let us evaluate e�ectiveness of the participant with number one taking part in
competition with given composition of participants. The mentioned participant can take
any place from the �rst till the J -th. If the �rst participant takes the k -th place
(1 ≤ k ≤ J), then quantity of commutations of participants with numbers 1 ≤ j ≤
J, j ̸= k, is equal to M(j = k) = (J − 1)!. Designate the number of commutation by
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m(j = k), 1(j = k) ≤ m(j = k) ≤ M(j = k). Then the average winning of the �rst
participant is equal to

ŝ1 =
J∑

j=1

M(j=k)∑
m(j=k)

s1,m(j=k)ΣP1,m(j=k)Σ, (34)

where j is the ordinal number of the place, hypothetically taken by the �rst participant;
m(j = k) is the ordinal number of the commutation of indexes of participants with numbers
from 2 to J ; s1,m(j=k)Σ is the total winning of the �rst participant, who takes the j -
th place, if places of other participants are distributed in accordance with m (j = k)-th
commutation; P1,m(j=k)Σ is the probability of emergence of the m (j = k)-th commutation.

It is obvious that all cases of commutations of places in competition form complete

group of incompatible events, thus
J∑

j=1

M(j=k)∑
m(j=k)

P1,m(j=k)Σ = 1.

5. Numerical Example

As an example let us consider the case of paired competition, which is described by a
Petri�Markov net (1). Time densities f1 (t) and f2 (t) are equal to (�g. 5.a):

f1 (t) =


0, when 0 ≤ t < 0, 5;
e1, when 0,5 ≤ t ≤ 1,5;
0, when t > 1, 5.

f2 (t) = e1 exp (−e2 · t) , (35)

where parameters e1 and e2 have the dimensions
[
prob.
time

]
and

[
1

time

]
respectively.

It is obvious that f1 (t) and f2 (t) have dimension
[
prob.
time

]
. Expectations of time

densities are quite equal, i.e. T1 = T2 = 1 [time]. Distribution functions, corresponding to
time densities f1 (t) and f2 (t), and having dimension [prob.] are as follows (�g. 5.b):

F1 (t) =


0, when 0 ≤ t < 0, 5;
t− 0, 6, when 0,5 ≤ t ≤ 1,5;
1, when t > 1, 5.

[prob.] .

F2 (t) = 1− exp (−t) [prob.] . (36)

In spite of equality of expectations of f1 (t) and f2 (t), the probabilities of winning of
participants are quite di�erent: pw1 = 0, 3834 [prob.]; pw2 = 0, 6166 [prob.].

Waiting time densities are equal to (�g. 5.c):

f1→2 (t) = e1 exp (−e2 · t)
[
prob.

time

]
;

f2→1 (t) =
1

0, 3834

{
0, 3834 · exp (e2 · t) ïðè 0 ≤ t ≤ 0, 5;
1− 0, 2231 · exp (e2 · t) ïðè 0, 5 < t ≤ 1, 5.

[
prob.

time

]
.

If densities of forfeit are equal to

s12 (t) = s21 (t) = Ñ · exp (−ct) ,
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Fig. 2. Time densities and time distributions

where C
[

doll.
time·prob.

]
is a coe�cient; c

[
1

time

]
is the rate of diminution of forfeit, then

the sum of forfeit received by the �rst participant from the second one with probability
0,6166, is equal to

s+1 = Q · e1

∞∫
0

exp [− (e2 + q) · t] dt = Q · e1
e2 + q

[doll.] .

The sum of forfeit, received by the second participant from the �rst one with
probability 0,3834, is equal to

s+2 = Q
e2+q

[1 + 1, 5819 · exp 0, 5 (e2 − q)− 0, 5819 · exp 1, 5 (e2 − q)] +

+2,6082·Q
q

(exp 0, 5q − exp 1, 5q) .

In spite of equality of expectations f1(t) and f2(t), and equality of forfeit densities,
sums, that participants can potentially win and probabilities of winning are quite di�erent,
and this obstacles should be taken into account when planning concurrent games.

Conclusion

We have presented a concurrent game as a process of passing the distance by
participants in accidental time, which is de�ned with accuracy to distribution density.
Use of mathematical apparatus of Petri�Markov nets allows to determine winner's waiting
for other participants time. It also allows to evaluate total forfeits, which losers pay to
winner in the case when forfeit density is assigned. Moreover waiting time allows to analyze
multiple competition and to evaluate a total participant's winning for known composition
of participants.
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Time and stochastic characteristics were obtained in a general form. They are essential
for planning the strategy and tactics of concurrent game if strategy/tactics change time
densities of distance passed by participants. Next researches in this area may be directed
to working out of the apparatus, which links a proposed method of competition simulation
with traditional game theory. Moreover the method may be useful for solving the problem
of game optimization since it permits to generate a criterion function or restrictions for
this problem. Development of this method may be directed to working out of a simple
engineering method of e�ectiveness calculation with use of only numerical characteristics
of time distributions.
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ÑÎÐÅÂÍÎÂÀÒÅËÜÍÛÕ ÈÃÐ

À.Í. Èâóòèí, Å.Â. Ëàðêèí

Èññëåäóþòñÿ ñîðåâíîâàòåëüíûå èãðû, çàêëþ÷àþùèåñÿ â ïðîõîæäåíèè ïàðòíåðà-

ìè íåêîòîðîé äèñòàíöèè â ðåàëüíîì ôèçè÷åñêîì âðåìåíè. Ñôîðìèðîâàíû Ïåòðè�

Ìàðêîâñêèå ìîäåëè ïàðíûõ è ìíîæåñòâåííûõ ñîðåâíîâàíèé. Äëÿ ïàðíîãî ñîðåâíî-

âàíèÿ ïîëó÷åíî âûðàæåíèå äëÿ ïëîòíîñòè ðàñïðåäåëåíèÿ âðåìåíè îæèäàíèÿ ïîáåäè-

òåëåì çàâåðøåíèÿ äèñòàíöèè ïðîèãðàâøèì ó÷àñòíèêîì. Ââåäåíî ïîíÿòèå ðàñïðåäåëåí-

íîãî øòðàôà, âåëè÷èíà êîòîðîãî îïðåäåëÿåòñÿ êàê äîëÿ ñóììû, êîòîðóþ â òåêóùèé

Âåñòíèê ÞÓðÃÓ. Ñåðèÿ ≪Ìàòåìàòè÷åñêîå ìîäåëèðîâàíèå
è ïðîãðàììèðîâàíèå≫ (Âåñòíèê ÞÓðÃÓ ÌÌÏ). 2015. Ò. 8, � 2. Ñ. 43�54
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ìîìåíò âðåìåíè ïîëó÷àåò ïîáåäèòåëü îò ïîáåæäåííîãî. Ñ èñïîëüçîâàíèåì ïîíÿòèé

ðàñïðåäåëåííîãî øòðàôà è âðåìåíè îæèäàíèÿ ïîëó÷åíî âûðàæåíèå äëÿ ñóììàðíîãî

øòðàôà, êîòîðûé ïîáåäèòåëü ïîëó÷àåò îò ïîáåæäåííîãî. Ðåçóëüòàò, ïîëó÷åííûé äëÿ

ïàðíûõ ≪ñîðåâíîâàíèé≫, ðàñïðîñòðàíåí íà ìíîæåñòâåííûå ñîðåâíîâàòåëüíûå èãðû.

Îöåíêà ñóììàðíîãî âûèãðûøà è ïðîèãðûøà â ìíîæåñòâåííûõ ñîðåâíîâàíèÿõ ïðåä-

ñòàâëåíà â âèäå ðåêóðñèâíîé ïðîöåäóðû, â êîòîðîé ó÷àñòíèêè çàêàí÷èâàþò äèñòàí-

öèþ îäèí çà äðóãèì, è ïîáåäèòåëè, óæå çàêîí÷èâøèå äèñòàíöèþ, ïîëó÷àþò øòðàôû

îò ó÷àñòíèêîâ, åùå íå çàêîí÷èâøèõ eå. Ïîëó÷åíî âûðàæåíèå äëÿ îöåíêè ñóììû âû-

èãðûøà â ñîðåâíîâàòåëüíîé èãðå ñ îïðåäåëåííûì ñîñòàâîì ó÷àñòíèêîâ. Ðåçóëüòàòû

èëëþñòðèðóþòñÿ ÷èñëåííûì ïðèìåðîì.

Êëþ÷åâûå ñëîâà: ñîðåâíîâàíèå; ñîðåâíîâàòåëüíàÿ èãðà; ñåòü Ïåòðè�Ìàðêîâà; äè-

ñòàíöèÿ; ðàñïðåäåëåííûé øòðàô; âðåìÿ îæèäàíèÿ; ñóììàðíûé âûèãðûø; ïàðíîå ñî-

ðåâíîâàíèå; ìíîæåñòâåííîå ñîðåâíîâàíèå.
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